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Abstract—The evolution of positron emission tomography
(PET) imaging for small animals has led to the development of
dedicated PET scanner designs with high resolution and sensi-
tivity. The animal PET scanner achieves these goals for imaging
small animals such as mice and rats. The scanner uses a pixelated
Anger-logic detector for discriminating 2 2 10 mm3 crystals
with 19-mm-diameter photomultiplier tubes. With a 19.7-cm
ring diameter, the scanner has an axial length of 11.9 cm and
operates exclusively in three-dimensional imaging mode, leading
to very high sensitivity. Measurements show that the scanner
design achieves a spatial resolution of 1.9 mm at the center of
the field-of-view. Initially designed with gadolinium orthosilicate
but changed to lutetium- yttrium orthosilicate, the scanner now
achieves a sensitivity of 3.6% for a point source at the center of
the field-of-view with an energy window of 250–665 keV. Iterative
image reconstruction, together with accurate data corrections
for scatter, random, and attenuation, are incorporated to achieve
high-quality images and quantitative data. These results are
demonstrated through our contrast recovery measurements as
well as sample animal studies.

Index Terms—Anger detector with gadolinium orthosilicate
(GSO) or lutetium-yttrium orthosilicate (LYSO), animal positron
emission tomography (PET) imaging, high resolution, high
sensitivity.

I. INTRODUCTION

FOR THE last ten years, significant efforts in the devel-
opment of high-resolution animal PET scanners [1]–[12]

have led to an increased use and acceptance of in vivo molecular
imaging techniques in biological laboratories. In vivo molecular
imaging has an advantage over other traditional radionuclide
techniques by allowing the use of the same animal to perform
longitudinal studies over long periods of time and the acqui-
sition of statistically relevant and quantitative data. Molecular
imaging of small laboratory animals, such as mice and rats, is
a vital tool in the study of disease and there are many potential
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uses of positron emission tomography (PET) imaging in small
animals [13]–[20]. Mouse models of human diseases, such as
cancer, Parkinson’s disease, and Alzheimer’s, are providing im-
portant clues to the causes, diagnosis, and treatment of these,
and many other, disorders. Numerous studies have been pre-
sented showing small-animal PET imaging in a variety of appli-
cations, such as imaging neuronal activation and plasticity in the
rat brain [21], imaging gene expression [22]–[25], and imaging
receptor binding and occupancy [26], [27].

In this paper, we describe and evaluate the performance of an
animal PET scanner (A-PET) designed to achieve good spatial
resolution ( 2 mm) and high sensitivity in a simplified design.
The A-PET has a very long axial field-of-view (almost 12 cm)
in order to perform whole-body biodistribution studies of ani-
mals such as mice and rats in one to three bed positions. The
relatively large diameter of the scanner (19.7 cm) provides the
capability to image large animals such as cat or primate heads,
although the software currently limits the transverse field-of-
view (FOV) to 12.8 cm. Originally, the scanner incorporated
gadolinium orthosilicate (GSO) scintillators (Hitachi Chemical
Co., Ltd., Ibaraki, Japan) in an optically continuous, pixelated
Anger-logic detector. The system was tested to validate the de-
sign, and performance measurements were taken, while several
imaging protocols were initiated. These initial results are sum-
marized here and described also in [28]. This design has been
translated into a commercial system by Philips Medical Systems
called Mosaic. After six months of use, we changed the system
by replacing the GSO scintillator with lutetium-yttrium orthosil-
icate (LYSO) crystals (Photonic Materials Ltd., Bellshill, Scot-
land, U.K.), which have higher stopping power and higher light
output. While in recent years, other researchers have focused
on developing PET scanners with spatial resolution approaching
1–1.5 mm [5], [6], [8], [11], our primary design goal was to em-
phasize high sensitivity with a large imaging field-of-view and
with a small compromise in spatial resolution. This is because
for certain high-affinity radio-ligands in brain receptor imaging,
the specific activity is low enough that injection of high ac-
tivity levels can lead to a reduction in the specific binding of the
radio-ligand [18], [19]. As a result, for many research areas in-
volving small-animal imaging, the scanner sensitivity becomes
just as important as high spatial resolution.

The detectors used for dedicated animal PET scanners span
a wide range and represent varying degrees of complexity. The
A-PET scanner uses a pixelated Anger-logic detector [29] with
conventional 19-mm-diameter photomultiplier tubes (PMTs)
leading to a high ratio of crystals-per-PMT (encoding ratio) of
58. In comparison, some other scanners utilize a one-to-one
coupling of single crystals to an avalanche photodiode [1], [30]
as in the Sherbrooke and Munich Avalanche Diode (MAD) PET
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[9], [31] designs. Other animal scanner detectors range from
the standard [12] and quadrant-sharing block design [11] to
optical fibers coupled to a PMT [2], [4]–[7] and discrete crystals
directly coupled to a position-sensitive PMT [10]. In general,
as the detector design shifts from the use of a conventional
PMT, the crystals-per-PMT channel encoding ratio generally
decreases, which leads to increased complexity in the readout
electronics. Besides the traditional inorganic scintillator-based
animal PET scanners, there is also a commercially available
animal scanner using an array of high-density avalanche cham-
bers [8] as the photon detector.

Keeping the detector, scanner, and electronics designs the
same, but using two different scintillators, we measured the
performance of the GSO and LYSO scanners in small-animal
imaging situations. In addition to evaluating the physical char-
acteristics such as spatial resolution, sensitivity, and count-rate
behavior, we also demonstrate very good imaging performance
with animal studies on this scanner.

II. SCANNER DESIGN

A. Detector and Electronics

The scanner design utilizes a single annular lightguide 1.2 cm
thick (with 0.5-cm-deep slots), coupled with 14 456 crystals
(each measuring 2 2 10 mm ) in an optically continuous,
pixelated Anger-logic design. Signal readout is performed
via an array of 288 19-mm-diameter PMTs. The 10-mm-long
crystals were chosen as a tradeoff between scanner sensitivity
and parallax error in a small ring diameter. The crystal pitch is
2.3 mm for a packing efficiency of 75%. The lightguide size re-
sults in a scanner diameter of 19.7 cm (reconstructed transverse
field-of-view of 12.8 cm) with an axial length of 11.9 cm. This
scanner is operated exclusively in the three-dimensional (3-D)
volume imaging mode, leading to about a 55% coverage of the
total solid angle (in singles) for a point source at the center
of the scanner FOV. The design of this scanner represented
a scaled-down version of a previously developed dedicated
GSO-based brain scanner (G-PET) [32], which used 4 4

10 mm crystals. The crystal dimension of 4 mm, the axial
FOV, and the diameter of G-PET were all reduced by a factor
of two in designing the A-PET scanner. The original A-PET
design also used GSO [28] crystals, but recently we replaced
the GSO with LYSO crystals, which have the advantage of
higher sensitivity and higher light output but the disadvantage
of higher cost. There were several reasons for replacing the
GSO with LYSO. LYSO was initially not available when this
project started, while the availability of lutetium orthosilicate
(LSO), which has almost identical scintillation properties to
those of LYSO, was limited. Also, the recent development of
LYSO has demonstrated the ability to achieve comparable light
output uniformity and energy resolution to the GSO scintillator.
In the discrete Anger-logic detector that we use in our scanner
designs, the GSO crystal discrimination was very good for the
4-mm crystals originally used in the G-PET and the whole-body
Allegro [33] (with 39-mm PMTs) but only fair for the 2-mm
crystals (with 19-mm PMTs). The higher light output of LYSO
leads to better crystal discrimination for the 2-mm crystals.
Typical peak-to-valley ratios in a crystal flood image are 1.9
and 1.2 for the LYSO and GSO scanners, respectively. The
increased stopping power of the LYSO also results in improved

Fig. 1. Portion of the crystal flood from a 511 keV point source at the center
of the LYSO scanner. Each hexagonal region shows the spatial distribution
of counts collected in the crystals directly below a PMT, along with a clear
separation of the individual crystals.

sensitivity over the GSO-based A-PET scanner. Finally, a
manufacturing problem in the lightguide for the original GSO
scanner required a replacement, and we took the opportunity to
replace the crystals with LYSO.

The electronics architecture is derived from the original
PENN PET system with multiple trigger channels across
the whole scanner surface to minimize deadtime [34]–[36].
Additionally, only those events that form valid coincidences
are integrated and subsequently processed in the electronics.
Integration is performed by summing multiple signal samples
obtained by flash (asynchronous) analog-to-digital converters
running at 50 MHz. The coincidence timing window was set at
12 ns for GSO and reduced to 7 ns for LYSO due to its better
timing resolution.

B. Data Calibrations, Corrections, and Reconstruction

Before the position of an interaction event is calculated, a
PMT gain calibration is performed via a lookup table to ac-
count for variations in gain for individual PMTs. Position cal-
culation is performed using local Anger logic over a cluster of
seven PMTs, followed by binning of the calculated position into
a physical crystal position on the scanner based on a lookup
table. Also, in order to achieve a good system energy resolu-
tion and, thus, use a tight energy window for collected events,
a position-based lookup table is used to scale the measured en-
ergy. This calibration accounts for possible variations in indi-
vidual crystal light outputs, as well as the 20% (maximum) dif-
ference in collected light for crystals at the center of a PMT
and those at the “triple point.” The triple point is an area of the
detector that is not directly below any PMT and arises due to
the dead space between any three PMTs arranged in a hexag-
onal close-packed array. The default energy window was set to
385–665 keV, but we have investigated raising the lower value
of the energy window in the LYSO scanner in order to better uti-
lize the good system energy resolution of 17%. Fig. 1 shows the
typical flood map obtained with the LYSO scanner which leads
to a robust crystal identification procedure from a lookup table.

The collected data from the scanner are binned into a sino-
gram with 139 angles and 125 rays for every ring combina-
tion covering a 128-mm transverse FOV. Linear interpolation
in the transverse direction is performed to rebin these data into
a 256 192 sinogram for FOV of either 64 or 128 mm, up to
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TABLE I
ABSOLUTE SENSITIVITY (%) FOR THE LYSO SCANNER MEASURED

WITH A Ge POINT SOURCE FOR VARYING ENERGY WINDOWS

15 tilts (out of plane angles) for an acceptance angle of 28 ,
and 0.5- or 1-mm-thick slices.

Scatter correction can be performed by either a model-based
single scatter simulation [37] or through a tail-fitting algorithm
using a high-order polynomial fit. Random coincidences are es-
timated using a delayed coincidence window technique. These
counts are either directly subtracted or averaged using the tech-
nique of Casey et al. [38] and then subtracted from the collected
events.

Attenuation correction is performed by acquiring transmis-
sion scans in a singles mode using a 370 MBq (10 mCi) Cs
transmission source [39]. The transmission source can be placed
both inside the scanner and outside it. Positioning the source
outside the scanner permits easier access to both the source
and the animal as well as imaging of larger animals. Transmis-
sion images are reconstructed using the ordered subsets estima-
tion maximization algorithm for transmission data [40], adapted
for the cone-beam geometry of the acquired data [41]. Routine
image reconstruction is performed with a fast, fully 3-D iter-
ative algorithm (3D-RAMLA) [42]–[44] into a 128 128 or
256 256 transverse image with cubic image voxels of dimen-
sions either 1 and 0.5 mm, respectively.

III. SCANNER MEASUREMENTS AND RESULTS

A. Sensitivity

Absolute sensitivity was first measured with a 120 Ci Ge
point source placed at the center of the FOV. Data were col-
lected for an energy window of 385–665 keV. Delayed coin-
cidences were subtracted to remove the random coincidences
arising from the Lu background, and a branching ratio of
89% for Ga was accounted for as well. The absolute sensi-
tivity measured this way is 1.2% and 2.5% for the GSO and
LYSO scanners, respectively. The measurements on the LYSO
scanner were also repeated for different energy windows, and
the results are summarized in Table I.

An absolute sensitivity measurement based on work de-
scribed previously by Bailey et al. [45], [46] and recently
adopted as a standard in the NEMA NU 2-2001 measurements
for whole-body PET scanners [47] was also performed. The
measurement was performed using a 15-cm-long F line
source at the center of the scanner, without and with four
different metal sleeves representing varying amounts of atten-
uation. The measured count rate with each metal sleeve was
corrected for activity decay and the natural logarithm of the
results plotted as a function of sleeve thickness. Linear regres-
sion was employed to fit the data and obtain an extrapolated
value for the absolute sensitivity of the scanner with no metal
sleeves. The sensitivity measurement was performed using the
standard energy window of 385–665 keV on both scanners.
The results are shown in Table II for activity in the full length
of the line source as well as normalized to activity within the
scanner FOV. The measurements on the LYSO scanner were

TABLE II
ABSOLUTE SENSITIVITY (cps/kBq) MEASURED WITH A LINE SOURCE FOR

DEFAULT ENERGY WINDOW OF 385–665 keV

TABLE III
ABSOLUTE SENSITIVITY (cps/kBq) FOR THE LYSO SCANNER MEASURED

WITH A LINE SOURCE FOR VARYING ENERGY WINDOWS

also repeated for varying energy windows, and the results are
summarized in Table III.

B. Spatial Resolution

Spatial resolution measurements were performed using a
point source of F in a thin glass capillary tube with an inner
diameter of 0.8 mm. The point source was placed at four to five
different radial positions in the scanner and centered axially.
The sinogram data were acquired in 15 tilt (out-of-plane)
angles and reconstructed using the 3-D Fourier reprojection
(3D-FRP) [48] algorithm, with an unapodized filter (ramp filter
with a cutoff at the Nyquist frequency). The analytical 3D-FRP
reconstruction is similar to Fourier rebinning [49] followed
by filtered back-projection, except that it does not suffer from
axial resolution degradation arising from the rebinning of a 3-D
data set into two-dimensional. The images were reconstructed
into a 256 256 transverse image for transverse FOV of 64
and 128 mm, resulting in cubic image voxels of dimension
0.25 mm for point source positions within 64 mm of the scanner
center and 0.5 mm for positions beyond it. The full-width at
half-maximum (FWHM) and full-width at tenth-maximum
(FWTM) of the point spread functions were determined in all
three directions by forming one-dimensional response functions
through the peak of the distribution in the three orthogonal
directions. The width of these profiles at right angles to the
direction of measurement was 2 times the FWHM in those
directions (wide profile) as required by the NEMA NU2-2001
standard [47], rather than a single pixel, in order to reduce mea-
surement variability. The FWHM and FWTM were calculated
by linear interpolation between adjacent pixels at one-half or
one-tenth of an estimate of the maximum value of the response
function. The spatial resolution analysis procedure follows that
defined by the NEMA NU2-2001 standard for whole-body
PET scanners, since the standards are yet to be defined for
animal scanners. The results for the GSO and LYSO scanners
are plotted in Fig. 2.

Near the center of the FOV, the transverse FWHM (FWTM)
resolution for the LYSO scanner is 2.3 mm (4.8 mm), while the
axial FWHM (FWTM) is 2.4 mm (5.5 mm). Similarly, near the
center of the FOV, the transverse FWHM (FWTM) resolution
for the GSO scanner is 2.3 mm (5.1 mm), while the axial FWHM
(FWTM) is 3.1 mm (6.3 mm). For comparison, we also used
profiles only one pixel wide (narrow profile) for analyzing the
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Fig. 2. (A) Transverse and (B) axial spatial resolution for the GSO and LYSO
scanners. For the analysis, the profile widths were about twice the spatial
resolution of the scanner (wide profile) as in NEMA NU2-2001 standards.
In (C) the two components (radial and tangential) of the transverse FWHM are
plotted separately for the GSO and LYSO scanners.

data from the LYSO scanner as some investigators report mea-
surements this way. Our analysis with the narrow profiles shows
that near the center of FOV, the transverse FWHM (FWTM) res-
olution is 1.9 mm (4.0 mm), while the axial FWHM (FWTM)
is 2.4 mm (5.2 mm).

C. Scatter Fraction

To determine the scatter fraction Sc Sc , where Sc
and are the scatter and true counts at low count-rates), we
used two cylindrical phantoms of sizes 6-cm diameter by 15-cm
length (rat phantom, vol cm ) and 3-cm diameter by 7-cm
length (mouse phantom, cm ). For accurate measure-
ment of the scatter and in keeping with the standards originally
developed for the whole-body scanners (NEMA NU2-2001),
we evaluated two solid cylindrical phantoms made out of poly-
ethylene (specific gravity of 0.96 g/cc), which has attenuation

TABLE IV
COMPARISON OF SCATTER FRACTION CALCULATED IN MONTE CARLO

SIMULATIONS FOR A RAT AND MOUSE PHANTOM WITH UNIFORM ACTIVITY

DISTRIBUTION AND WITH A LINE SOURCE PLACED AT A FIXED RADIAL

DISTANCE FROM THE CENTER OF THE CYLINDER

TABLE V
CALCULATED SCATTER FRACTION VALUES FROM SINOGRAMS OF

MONTE CARLO SIMULATIONS FOR A LINE SOURCE RAT PHANTOM IN AN

A-PET SCANNER. THE RESULTS ARE SHOWN FOR VARYING WINDOW

WIDTHS UNDER THE SINOGRAM PROFILE PEAKS THAT ARE

USED FOR ESTIMATING THE SCATTER

and scatter properties similar to water. The activity in the two
cylinders was localized in a line source of length similar to the
cylinder length, with the line source placed in a hole drilled at
radii of 2.5 and 1.0 cm from the center of the rat and mouse
phantoms, respectively. The choice for the radial position of
the line source in each cylinder was dictated by scanner Monte
Carlo simulations performed to evaluate the line source position
which gave a scatter fraction similar to that in a uniformly filled
cylindrical phantom of the same size. Table IV summarizes the
results obtained by a simple counting of the number of scatter
and true coincidences for the different setups in the Monte Carlo
simulations.

We produced sinograms for the different simulations and per-
formed a scatter fraction analysis similar to the one prescribed in
NU2-2001 standards for whole-body scanners. The sinograms
were first rebinned into direct sinograms by using single-slice
rebinning. In the NU2-2001 standards, the transverse FOV is
restricted over the object by first setting all bins beyond a fixed
radial distance (12 cm) to zero in each sinogram. For our ini-
tial evaluation of the simulation data, we used the complete an-
imal scanner FOV of 12.8 cm. Within each sinogram and for
each projection angle, the radial bin containing the maximum
value was shifted so that radial bins with maximum value for
all projections were aligned. A sum of these shifted projections
was then used to produce a sinogram profile. A variable width
window was placed around the peak of this profile to estimate
true coincidences. In the NU2 standards, this window size is re-
stricted to 4 cm based on the spatial resolution of whole-body
PET scanners. The scatter within the peak was estimated by
assuming a constant background under the peak, the level of
which was determined by the average of the intensities near the
edge of the peak (at 0.5 window width). Table V shows the
scatter fraction results obtained for the rat line phantom for dif-
ferent window sizes as well as from counting the true and scat-
tered events directly in the Monte Carlo. These results show that
a window width of about 12 mm correctly predicts the scatter
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TABLE VI
MEASURED SCATTER FRACTION VALUES FOR THE LYSO A-PET SCANNER

fraction in the phantom. This window width, which is related to
the spatial resolution of the scanner, is consistent with the 4-cm
window width for a whole-body scanner if we consider the fact
that there is about a factor of three improvement in spatial reso-
lution in moving from a clinical whole-body scanner to a 2-mm
resolution system.

For scanner measurements we acquired low count-rate data
(random coincidence rate less than 1% of true coincidence rate)
with the two line source phantoms (rat and mouse) filled with

F-FDG. Since LYSO contains a small percentage of radioac-
tive Lu, LYSO-based PET scanners have a nonzero random
coincidence rate even without activity in the FOV. This effect
has been studied recently to evaluate its impact on the mea-
surement of scatter and background fractions for whole-body
clinical PET scanners where the random coincidence rate never
reaches levels as low as 1% of the true coincidence rate [50].
However, in an animal scanner the amount of LYSO used is
small compared to a clinical whole-body scanner, and the re-
quirement for random coincidences being less than 1% of the
true coincidences can be achieved. Data analysis as described
above was performed to produce the sinogram radial profiles.
The FOV, however, was restricted over the object regions of 7.2
and 3.6 cm for the rat and mouse phantoms, respectively, and
a window width of 12 mm (as determined above in Table V)
was used to estimate the measured scatter fraction. These scatter
measurements were performed as function of lower energy gate
(LLD) for the LYSO scanner while keeping the upper gate fixed
at 665 keV. The results are summarized in Table VI. For the de-
fault energy window (385–665 keV), the scatter fraction in the
GSO scanner is 9.7% and 19.0% for the mouse and rat phan-
toms, respectively.

D. Count-Rate Performance

The same two phantoms (rat and mouse) as used above in the
scatter fraction measurement were used with a high starting ac-
tivity level ( F-FDG) to measure the count-rate performance
of the two systems. Data were dynamically acquired until al-
most all the activity had decayed away. Analysis similar to that
used earlier for scatter fraction was performed to estimate the
“background fraction.” Background fraction is defined as Sc

Sc , where are random coincidence counts.
At low count-rates (random coincidences 1% of true coinci-
dences), the background fraction is the same as the scatter frac-
tion, while at higher count-rates, it is the fraction of total coin-
cidence counts that are random and scatter coincidences.

If a constant scatter fraction (as determined from the low
count-rate analysis) is assumed, the random coincidence rate

Fig. 3. NEC plots for the (A) rat and (B) mouse line phantoms in the two
A-PET scanners. The coincidence timing window was 12 ns while the energy
window was set at 385–665 keV.

can be determined from the background fraction values at higher
activity levels. The noise equivalent count (NEC) rate is then
calculated. The NEC rate is given by

NEC
Sc

where the true, scatter, and random counts are restricted to those
that lie within the phantom FOV (circular regions of 7.2- and
3.6-cm-diameter for the two phantoms) and is set to 1 or 2
depending on whether we use direct randoms subtraction or
variance reduction techniques for estimating a smooth randoms
distribution. In these calculations, we set for a smooth
randoms subtraction.

The value of the coincidence timing window 2 was fixed
at 12 ns for these measurements, and the energy window is
385–665 keV.

Fig. 3 shows the NEC plots for the GSO and LYSO scanners
with the (A) rat and (B) mouse line phantoms. Note the signifi-
cant NEC rate increase with the use of LYSO. The NEC peak for
LYSO is due to saturation in the position calculating unit (PPU)
in the electronics. In this plot, the coincidence timing window
and energy window for the LYSO scanner were kept the same as
in the GSO scanner. However, because of better timing charac-
teristics of the LYSO scintillator, we also investigated reducing
the coincidence timing window in the LYSO scanners. Our mea-
surements with different coincidence timing windows for LYSO
showed that by reducing the timing window to 7 ns, we can re-
duce random coincidences without reducing the scanner’s sen-
sitivity to true coincidences.
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Fig. 4. NEC plots for the (A) rat and (B) mouse line phantoms in the LYSO
A-PET scanner for a coincidence timing of 7 ns and varying energy windows.
The upper level of the energy window was kept fixed at 665 keV while the lower
level (LLD) was changed.

Fig. 4 shows the NEC rates for the LYSO A-PET scanner
with a 7 ns coincidence timing window and different energy
windows. In these measurements only the lower level of the en-
ergy window (LLD) was varied while the upper level was fixed
at 665 keV. These results indicate that optimal results (highest
peak NEC) are obtained by using a 7 ns coincidence timing
window and setting the lower level of the energy window at
250 keV. The increased sensitivity of the scanner with LLD set
at 250 keV compensates for the increase in scatter fraction, re-
sulting in a higher NEC rate at low activity levels. At higher
activity levels, the lower LLD is less of an advantage due to a
higher random coincidence rate. However, this effect becomes
noticeable only at high rates at which the PPU saturation starts
to dominate. The true, scatter, and random coincidence rates for
this setting (LLD set at 250 keV) are shown in Fig. 5.

E. Image Quality

A small Data Spectrum Micro Deluxe phantom (4.5 cm in di-
ameter by 3.7 cm in length) with a cold rod insert was imaged.
The rods are grouped into sectors with diameters of 1.2, 1.6,
2.4, 3.2, 4.0, and 4.8 mm, and the center-to-center rod spacing
is twice the rod diameter. The data were reconstructed with
3D-RAMLA into cubic voxels of dimension 0.5 mm. The fully
corrected image from the LYSO scanner for a 15 min scan time
is shown in Fig. 6. The 1.6-mm rods are easily distinguishable.

For contrast recovery measurement in the LYSO scanner, we
used a 7.6-cm-diameter by 5.0-cm-length cylinder containing a
fillable sphere within to help predict tumor quantification. Mea-
surements were performed with an activity concentration ratio
of 8:1 in the sphere with respect to the cylinder background

Fig. 5. True, scatter, and random coincidence rates for the (A) rat and
(B) mouse line phantoms in the LYSO for a coincidence timing window of 7 ns
and an energy window of 250–665 keV.

Fig. 6. Image of the Micro Deluxe phantom with the cold rod insert from the
LYSO scanner. The rod diameters for each sector are marked.

and a total activity of about 1.2 mCi inside the FOV. Measure-
ments were made for two different spheres (1.4- and 0.8-cm di-
ameter). Data were collected for 15 min and image reconstruc-
tion performed using both 3D-FRP and 3D-RAMLA. The count
density was determined for circular regions of interest (ROIs)
drawn with varying size diameter (D) in the central slice over
the hot sphere as well as the background. As described in the
NU 2-2001 contrast measurement, the percent contrast (CRC)
for the hot sphere was defined as

CRC %

where is the count density in the ROI for the sphere,
is the average count density of the background, and and
are the activity concentrations in the spheres and background
(8 and 1), respectively. In Table VII, we summarize the CRC
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TABLE VII
CONTRAST RECOVERY (CRC) VALUES OBTAINED WITH 8-mm AND 14-mm

DIAMETER SPHERES IN A WARM BACKGROUND (ACTIVITY UPTAKE RATIO OF

8:1). THE RECOVERY IS ABOUT 80% WHEN DRAWING ROI ABOUT

HALF THE PHYSICAL DIAMETER OF THE SPHERES

Fig. 7. An FDG study of a mouse with multiple tumors, imaged on the LYSO
scanner. The arrows indicate the presence of tumors.

values versus the ROI size for images reconstructed with
3D-RAMLA. The CRC is about 80% when ROIs less than half
the physical diameter of the two spheres are used. The results
with 3D-FRP reconstruction were similar.

F. Animal Studies

The animal scanner has been in routine use for animal
studies since June 2003, first with GSO for six months, and
since December 2003 with LYSO. Images are qualitatively
improved with LYSO due to improved sensitivity and higher
NEC values. The injected activity is typically about 0.5 mCi,
where the dose is limited by the volume we can inject (0.2 L
for mice). A representative F-FDG study of a mouse with
multiple tumors imaged on the LYSO system is shown in Fig. 7
The mouse was injected with 0.4 mCi of F-FDG two hours
before imaging and scanned for a total of 15 min in a single
bed position. The total collected events were 86 million and the
image was reconstructed in cubic voxels of dimension 0.5 mm
using 3D-RAMLA.

Fig. 8(A) shows a C-raclopride study for a cat injected with
1.0 mCi of activity while Fig. 8(B) shows a C-raclopride study
for a mouse injected with 0.14 mCi of activity. Raclopride binds
to the dopamine D2 receptors. It is important to be able to iden-
tify the striatum region in the brain that contains D2 receptors to

Fig. 8. C-raclopride study on (A) cat and (B) mouse acquired on the LYSO
A-PET scanner. The arrows indicate the clear delineation of the striatum region
in the two animals.

determine the biodistribution of raclopride. The striatum region
is well distinguished in both these images which are summed
over dynamic frames acquired for one hour and which are used
for defining the ROIs used to generate the time activity curves.
The start collect rates (first frame) were 15 and 30 kcps for the
cat and mouse, respectively, leading to a high count density per
voxel and accurate quantitation for generating the time activity
plots.

IV. DISCUSSION AND CONCLUSIONS

Compared to our experience with human PET scanners, the
animal scanner presented some additional challenges. Not only
does the reduction in crystal cross-section to 2 2 mm reduce
the light output relative to 4 4 mm or larger crystal but in
addition the 19-mm-diameter PMTs have a smaller fraction of
the total area covered by the photocathode in comparison to 39
or 50-mm-diameter PMTs used in human scanners. This leads
to poorer crystal identification and energy resolution compared
to human scanners using GSO. In addition, the lower price of
GSO relative to LYSO could not easily be translated into either
thicker crystals or longer axial FOV (as is possible in human
scanners), since we were unwilling to give up spatial resolution
as result of using longer crystals. A larger axial FOV would
bring little additional benefit once the axial FOV exceeds the
size of the animal. This is in contrast to human scanners, where
it is possible to compensate for lower stopping power crystals
by increasing the axial FOV of the scanner. Our use of LYSO
with a higher stopping power helps overcome this obstacle. The
sensitivity of the animal scanner for the line source increased by
almost a factor of two after switching the scintillator from GSO
to LYSO. A larger increase in sensitivity was observed for the
measurements with the point source.

The spatial resolution in the LYSO scanner is slightly better
than that measured for the GSO version and is more noticeable
at the FWTM level. This improvement in spatial resolution can
be explained by two effects: 1) individual crystal identification
in a flood map (see Fig. 1 for LYSO) was more difficult, with
GSO leading to some mispositioning of events, and 2) the higher
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effective Z value of LYSO compared to GSO. A high-Z scin-
tillator results in a larger fraction of photoelectric events com-
pared to Compton scatter, thereby reducing the tails in the point
spread function. Using a narrow profile with the LYSO scanner,
we notice that the localized spatial resolution is better. However,
the measurement with a narrow profile is less robust and more
susceptible to fluctuations in count density and may not always
represent the achievable spatial resolution in the scanner, espe-
cially when analyzing 3-D reconstructed images.

For the scatter fraction and count-rate analysis, we developed
phantoms of sizes comparable to a rat and a mouse and modified
the analysis procedure from the NEMA NU2-2001 standards for
estimating the scatter fraction in mice and rats. Our results show
that the expected scatter fraction is small and does not increase
very fast as a function of LLD for mouse-sized objects.

From the count-rate data for the same energy and coincidence
timing window, we see that the high sensitivity of the LYSO
scanner leads to more than a factor of two increase in the NEC
rate over the GSO scanner (see Fig. 3). The LYSO NEC peak is
due to saturation in the PPU in the electronics. Mouse and rat
studies with F and C tracers are performed at low activity
levels of less than 0.5 mCi, corresponding to less than 10 and
1 Ci/cc in a mouse and rat, respectively. As seen in Fig. 4, this
is well below the saturation limit and is not a limiting factor. In
the future, if animal studies dictate such high activity levels, the
PPU can be upgraded to handle higher data rates. Our results
with the different energy windows show that there is some im-
provement in the NEC rate when a 250–665 keV energy window
is used due to the increased sensitivity.

The data from the Micro Deluxe phantom indicate the good
image quality achieved due to high resolution, high sensitivity,
and accurate data correction characteristics of the A-PET
scanner and is borne out in the sample animal studies shown
above. Additionally, the high contrast recovery achieved by
this scanner, as shown in the CRC values for the hot sphere,
indicate the capability to produce accurate, quantitative data
from this scanner.
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